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PART — A
ANSWER ALL THE QUESTIONS: (10 x 2 = 20)

. Define Estimator.

. What is meant by unbiasedness of estimator
. Define sufficiency.

. What is the use of Rao Blackwell Theorem?
. State any four methods of estimatiol

. Define raw moment of a populatior

. Define BLUE.

. Define Prior Distribution Give an example

. State the Gauss Markov Model.
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10. Define Consistency.

PART - B

ANSWER ANY FIVE QUESTIONS: (5 x 8 =40)

11. If T, is a consistent estimator ofy(6) and ¢ { Y(6)} is a continuous functior
ofy(0), then show thaty (T,) is a consistent estimator ol { y(6)}.

12. Obtain the MVB estimator for [l in normal population N(p,Gz), where0?is known.
13. Explain the Minimum Chi-square method
14. Explain about the Bayes’ estimato

15. State and prove the necessary arsufficient condition for a parametric function to be
linearly estimable.

16. Explain the method of moment:
17. State and prove Factorization Theoren

18. Discuss UMVU estimation.




PART-C
ANSWER ANY TWO QUESTIONS: (2x20=40)

19. a. State and prove Cramer — Rao Inequality.

b. Let X1, Xo, ...... Xn be a random sample from a normal population.
n
N(,1). Showthat T = (1/n}Z x is an unbiased estimator ofjl*+1
i=1

20. a. State and prove Rao — Blackwell theorem.

b. Suppose Tis an unbiased minimum variance estimate andlis any other estimate with
varianceo?/e. Then prove that the correlation between Tand T is Je.

21. a. Let X1, Xy, ...,Xn be a random sample from N|(1,02) population. Find
sufficient estimators forl and 02,

b. Establish Chapman — Robbins Inequality andnention its importance.

22. a. Explain in detail the Method of Maximum Likdihood Estimation and state its properties.

b. Find the MLE for the parameterA of a Poisson distribution on the basis of a sampt# size

n’. Also find its variance.
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